Analysing LLM Inference Chains

What can we tell about LLM as a mode of computation?

Shin Yoo | COINSE@KAIST | KAIST GSSW Colloquim, 17 March 2025
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http://coinse.github.io

Let’s go back to 2012

Hindle et al., ICSE 2012

* One of my favourite papers: On Naturalness of Software (https://dl.acm.org/
doi/10.5555/2337223.2337322)

* “Programming languages, in theory, are complex, flexible and powerful, but
the programs that real people actually write are mostly simple and rather
repetitive, and thus they have usefully predictable statistical properties that
can be captured in statistical language models and leveraged for software
engineering tasks.”

e But what is “naturalness”?


https://dl.acm.org/doi/10.5555/2337223.2337322
https://dl.acm.org/doi/10.5555/2337223.2337322
https://dl.acm.org/doi/10.5555/2337223.2337322
https://dl.acm.org/doi/10.5555/2337223.2337322

What is “natural” about language?

* Natural language refers to ordinary languages
that occur naturally in human community “by
process of use, repetition, and change without

conscious planning of premeditation”
(Wikipedia)

 From the statistical point of view, it means
that most of our utterances are simple,
repetitive, and therefore predictable.

o Surely this is how we all learn language.



https://en.wikipedia.org/wiki/Natural_language

John: Hi, nice to meet you. How are you?

Mary: I’'m , . ?

a) fine, thank you. And you?

b) okay, | guess. But why?



What about code?

* |tis not “natural”, in the sense that we have artificially created the grammar
for programming languages.

 Programming languages do evolve, but how?
* Intentionally”? New grammars, language consortiums, etc...

* (GGradually? Languages do affect each other, a newer and more popular
style eventually gets accepted, etc...



Python: for Java: for

a) 1inrange a) iin range

b) (inti=0; b) (inti=0;



Statistical Language Model

» Given a set of tokens, &, a set of possible utterances, & *, and a set of actual
utterances, & C J *, a language model is a probability distribution p over utterances

se &, ie., Vse &0 < pls) < 1/\2p(s)=1

seES

» An utterance (or a sentence) is a sequence of tokens (or words). Suppose we have N
tokens, a,, a,, ..., ay that consist s. What is p(s)?

« p(s) = play)p(a, | al)P(Clg, | a, . a,)p(ay | ay, ,, 613)- - -P(aN‘ 611---51]\7_1)

 But these conditional probabilities are hard to calculate: the only feasible approach
would be count each utterance that qualifies, but & is too big, let alone I *.



N-Grams

 Assumes Markov property, i.e., the next token is influenced only by those
came immediately before (say, within the window of n tokens)!

» p(a;|ay...a;_y) = pla;|a;_za;,_»a;_;)
e This is now much more tractable:
count(a;_,,a;_»,a;_1,a;)
. pla; | a;_30;_o0;_1) = DN
count(a;,_z,a;_»,a;_1, ™)

* (Given some context, we can now compute the probability of the candidate
token that comes next. In other words, we can predict the next token!



Large Language Model

(really, a very large statistical language model)

 Mainly Transformer-based DNNSs that are trained to be an auto-regressive
language model, i.e., given a sequence of tokens, it repeatedly tries to predict
the next token.

* The biggest hype in SE research right now with an explosive growth,
because:

* They seem to get the semantics of the code and work across natural and
programming language

 Emergent behavior leading to very attractive properties such as in-context
learning, Chain-of-Thoughts, or PAL



Survey of the Explosion ¥

ICSE 2023 Future of SE Track (https://arxiv.org/abs/2310.03533)
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Abstract—This paper provides a survey of the emerging area
of Large Language Models (LLMs) for Software Engineering
(SE). It also sets out open research challenges for the application
of LLMs to technical problems faced by software engineers.
LLMs’ emergent properties bring novelty and creativity with
applications right across the spectrum of Software Engineering
activities including coding, design, requirements, repair, refac-
toring, performance improvement, documentation and analytics.
However, these very same emergent properties also pose signif-
icant technical challenges; we need technigques that can reliably
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In partucular, we are already able to discern important
connections to (and resonance with) existing trends and well-
established approaches and subdisciplines within Software En-
gineering. Furthermore, although we find considerable grounds
for optimism, there remain important technical challenges,
which are likely to inform the research agenda for several
ycars. Many authors have highhighted, both scicntifically and
anecdotally, that hallucination is a pervasive problem for
LLMs [1] and also that 1t poscs specific problems for LLM-

baced SE I?1 A< with huuman intelliecence halhicination means


https://arxiv.org/abs/2310.03533
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Fig. 2. Trends in number of arXiv preprints. The blue line denotes the number
of preprints categorised under “CS”. The orange line denotes the number of
preprints in Al (cs.Al), Machine Learning (cs.LG), Neural and Evolutionary
Computing (cs.NE), Software Engineering (c¢s.SE), and Programming Lan-
guage (cs.PL) whose title or abstract contains either “Large Language Model”,
“LLM”, or “GPT”. The green line denotes the number of preprints in SE and
PL categories whose title or abstract contains either “Large Language Model”,
“LLM”, or “GPT”
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Fig. 3. Proportions of LLM papers and SE papers about LLMs. By “about
LLMs”, we mean that either the title or the abstract of a preprint contains
“LLM”, “Large Language Model”, or “GPT”. The blue line denotes the
percentage of the number of preprints about LLMs out of the number of
all preprints 1n the CS category. The orange line denotes the percentage of
the number of preprints about LLMs 1n ¢s.SE and cs.PL categories out of all
preprints about LLMs

https://arxiv.org/abs/2310.03533
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What is an Emergent Behavior?
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Model scale (training FLOPS)

Caballero et al., https://arxiv.org/abs/2210.14891



https://arxiv.org/abs/2210.14891

Do we expect LLMs to replace developers?

* | am cautiously skeptical about this.

* At its core, It Is still a statistical language model, i.e., It predicts the most
natural utterances.

 Whether this is a sufficient infrastructure for general intelligence, no one
Knows.

 But we can nonetheless harness the statistical nature of LLMs in a productive
way in the context of software engineering :)



In-context Learning

* Previously, getting a model for a specific task involved either dedicated model
+ training, or at least general pre-trained model + fine-tuning

 Above certain size, LLMs show the ability to perform in-context learning, i.e.,
they learn as part of their context (i.e., preceding tokens), leading to prompt
engineering:

 Few-shot learning: the context explains the problem, and gives a few
examples of question-answer. LLMs can now answer an un-seen question.

o Zero-shot learning: the context explains the problem as well as how it can
be solved. LLMs can now answer an un-seen problem.



Chain-of-Thoughts

Wei et al., https://arxiv.org/abs/2201.11903

 Underneath, LLMs are doing autocompletion, not any other type of reasoning:

they appear to be capable of rational inference because the corpus they are
trained include traces of logical reasoning.

* S0, conditioning the model (with the context) to be more precise about the
reasoning steps can result in generation of more accurate reasoning steps.

 Add “Let’s think in step by step” at the end of every prompt (https://
arxiv.org/abs/2205.11916) @ = &
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Chain-¢™ ™ -

GPT-4-1106-preview gives longer responses when offered a tip

Wei et al., h
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Self-Consistency
Wang et al., ICLR 2023 (https://arxiv.org/abs/2203.11171)

 When sampling answers from an
LLM, take mUItlpIe answers Wlth Published as 2 conference paper at [CLR 2023
high temperature.

SELF-CONSISTENCY IMPROVES CHAIN OF THOUGHT
REASONING IN LANGUAGE MODELS

) If there |S an answer that haS the Xuerhi Wang'  Juson Wei'  Duale Schuurmans! QuocLe”  Ed H. Chi

Sharan Narang~ Aakanksha Chowdhery’ Denny Zhou'®
'Google Rescarch, Brain Team

majority among the sampled e e toaonyhoutscsia. oo
answers, it is more likely to be
t h e C O rre Ct O n e . Chain-of-thought prompting combined with pre-trained large language models has

achieved encouraging results on complex reasoning tasks. In this paper, we propose
a new decoding strategy, self consistency, to replace the naive greedy decoding
used in chain-of-thought prompting. It first samples a diverse set of reasoning paths
mstead of only taking the greedy one, and then selects the most consistent answer
by marginalizing out the sampled reasoning paths. Self-consistency leverages the
mtuition that a complex reasoning problem typically admits multiple different ways
of thinking leading to its unique correct answer. Our extensive empirical evaluation
shows that self-consistency boosts the performance of chain-of-thought prompting
with a striking margin on a range of popular arithmetic and commonsense reasoning
benchmarks, including GSM8K (+17.9%), SVAMP (=11.0%), AQuA (+12.2%),
StrategyQA (+6.4%) and ARC-challenge (+3.9%).


https://arxiv.org/abs/2203.11171

Greedy decode

. 4 h " This means she uses 3 + 4 = 7 eggs every day. h
Chain-of-thought [ Prompt J_\ Language She sells the remainder for $2 per egg, so in .
prompting model total she sells 7 * $2 = $14 per day. \[ The answer is $14. J
g P . The answer is $14. p
Self-consistency Sample a diverse set of Marginalize out rgasoning paths
N reasoning paths , to aggregate final answers
B B BN BN BN BN OB — l
N
ﬁ): If there are 3 cars in the parking \ She has16 - 3 -4 =9 eggs I \
lot and 2 more cars arrive, how many left. So she makes $2*9 = ! The answer is $18.
cars are in the parking lot? $18 per day. I y \
A: There are 3 cars in the parking lot i ~ \
already. 2 more arrive. Now there are This means she she sells the : \
3 + 2= 15 cars. The answer is 5. p N remainder for $2 * (16 - 4 - 3)| The answer is $26. Y
, = $26 per day.
Q: Janet’s ducks lay 16 eggs per day. Lanauaae Y, .
She eats three for breakfast every \ mg d elg I The answer is $18.
morning and bakes muffins for her She eats 3 for breakfast, so | R
friends every day with four. She sells - / she has 16 - 3 = 13 left. Then |
the remainder for $2 per egg. How she bakes muffins, so she The answer is $18.
much does she make every day? has 13 - 4 = 9 eggs left. So |

she has 9 eggs * $2 = $18. |

/

. Y

Wang et al., ICLR 2023



ReAct
Yao et al., ICLR 2023 (https://arxiv.org/abs/2210.03629)

e (1d) ReAct (Reason + Act) R

Thought 1: I need to search Apple Remote and find the

¢ What if We need eXternaI information program it was originally designed to interact with.

Act 1: Search[Apple Remote]

fOr the in-COnteXt Iearning? In Other Obs 1: The Apple Remote is a remote control introduced in

. October 2005 by Apple .. originally designed to control the
Words Can LLMS be glven tOOIS? Front Row media center program ..
, |

Thought 2: Apple Remote was originally designed to control
the Front Row media center program. I need to search Front

® Remember that thiS iS Sti” Row next and find what other device can control it.

Act 2: Search[Front Row]
autOCOm Ietion- Obs 2: Could not find [Front Row]. Similar: ['Front Row
F) = Seat to Earth', 'Front Row Motorsports',' Front Row

(software) ', ..]

PY LLMS Can be taught tO Signal the Elg:ug(zzfi;vai;)nt. Row is not found. I need to search Front

Act 3: Search[Front Row (software) ]

need tO InVOke tOOIS Obs 3: Front Row is a discontinued media center software ..

Thought 4: Front Row (software) is controlled by an Apple
Remote or the keyboard function keys. So the answer 1s

* Whenever LLMs need a tool keyooazd unctioo kelso
Invocation, we can do It ourselves N y
and paste the outcome back into .

ReAct: Synergizing Reasoning and Acting in Language Models, Yao et al., ICLR 2023

the context https://arxiv.org/abs/2210.03629
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LLM-based Fault Localization
Kang et al. FSE 2024 (https://arxiv.org/abs/2308.05487

Pr. Gabin An Dr. Sungmin Kang
(ROKU Korea) (NUS)

Ask about failing test Explanation

Request Location

Stage 1
AutoFL
Algorithm

Model

get_class_covered l - E
| .
get_method_covered <- - Location

Coverage

get_code_snippet

Codebase

Function-based \
Code Navigation
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LLM-based Fault Localization |
Kang et al. FSE 2024 (https://arxiv.org/abs/2308.05487) " T4&&
(

ROKU Korea) (NUS)

Family ‘ Technique | acc@1 acc@3 acc@5 Rerun To Performance
Predicate Switching 42 99 121
200 - o S
Stack Trace 57 108 130
Slicing (frequency) 51 96 119 180 -
MUSE 73 139 161 ~
MBFL .
Metallaxis 106 162 191 % 160
©
Ochiai 122 192 218 a0- 1 merged
SBFL DStar 125 195 216 2 mergej
SBFL-F | 34 66 78 . j 233;
LLM+Test 31 94 97 —¢ 5 merged
LLM-Based e , , | | i
AUTOFL 149 180 194 ) 4 6 3 10
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Autonomous GUI Testing for Android

Yoon et al., ICST 2024 (https://arxiv.org/abs/2311.08649)

GUI State

& Working Memory (Short-term Memory)

|
|
Describer :

-—ees e Em e e e e e EE e e o

[New Task] Create a new flashcard in
the "My Deck" deck

T

[ACTION] Fill a textfield that has content_desc
"Front" with "What is the capital city of France?"

[OBSERVATION] [...] has been filled with the text
“What is the capital city of France?”

[ACTION] Fill a textfield [...] with “Paris”

T

[Task Result] Person X successfully
created a new flashcard in the "My Deck"
deck with the question]...]

[Reflection] The app provides a
dropdown field to select the deck]...]

—
[New Task] Attach a photo to the
flashcard

—

[Reflection] The app allows users to add
images, audio, and advanced]...]

[New Task] Attach an audio clip to the
flashcard]...]

» Current GUI State i Previous GUI State |
|

Current . . . observation
action || observation || action . "
Task +critique

£ Widget Knowledge Memory (Spatial Memory)

Widget-wise observations

touch
] Count: 3

scroll [ |
Count: 1

[ Widget Retriever ]

Actor
Task

self-
critique J

Task

Planner

Reflector

Initiation

~N

Termination

T Observer i

Retrieve

Ultimate Goal of [PERSONA] Task Reflection 2

[PERSONA] started [APP_NAME] Task Reflection 3

Initial Knowledge [ Summary of Task 1 ][ Summary of Task 2 ] New Task
i @ Virtual User Profile ] (Success) (Failure) Summary
f “lPERSONAJ"
: MR of [PERSONA] ) o Task Reflection 1 Task Reflection 1 Task Reflection 1

Task Reflection 2 Task Reflection 2

Task Reflection 3 Task Reflection 3

Fig. 1. Overview of DROIDAGENT with a task example.

Juyeon Yoon
(PhD Candidate)

Prof. Robert Feldt
(Chalmers)
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?

Agents™ are the future

(*: and not just advancing foundational models)

 Andrew Ng thinks that agents are the future (https://www.youtube.com/
watch?v=KrRD7r7y/NY) &

* Future SW = Agents driven by LLMs

 Much more than prompt engineering: tool usage, design patterns, multiple
agents collaborating internally, etc...


https://www.youtube.com/watch?v=KrRD7r7y7NY
https://www.youtube.com/watch?v=KrRD7r7y7NY
https://www.youtube.com/watch?v=KrRD7r7y7NY
https://www.youtube.com/watch?v=KrRD7r7y7NY

Analyzing the future SW :)

* [he traditional program analysis:
o Static analysis: requires clearly defined semantics + source code

 Dynamic analysis: requires well formatted input spec + model of execution
(coverage, dataflow, etc)

 Multi-Agent LLM System:
o Static analysis: semantic behavior exist but no definition + no source code

 Dynamic analysis: input is free form + no model of execution



Moirai

Three sisters of fate
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At the beginning, there are
INnputs.

(Even more important than in traditional SW because...)



How do we develop and test these agents?

(given that we are dependent on foundational models)

« BET: we will all be doing TDD (for now no other ways of anticipating behavior
of foundation models)

o Step 1: design agent architecture, and fill in prompts

o Step 2: build a reference input set

o Step 3. iterate over step 1 & 2 until we reach a satisfactory fixpoint
e Question: how do we choose the NEXT test input?

 Answer. measure similarity to the reference (=working) input set



Diversity-based Testing of LLM SW Systems

To appear at NEXTA@ICST 2025 (https://arxiv.org/abs/2501.13480)
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Juyeon Yoon
(PhD Candidate)
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Then the Inputs Initiates the
agent behavior.

(How do we capture and represent the LLM agent execution?)



How do we represent LLM agents as a system?

 No taxation without representation, but also no analysis without
representation =

 However, an execution of LLM agents has the following restrictions:
* |Important decision points are made by black boxes (LLMs)
* A single run may not represent the true capabillity of the system

* |nput/output are unstructured



* One inference run of AutoFL is
essentially a sequence of tool uses
(i.e., function calls)

o After a fixed number of tool uses, it
IS expected to make a response

* This gives us some sense of control
flow; however, traditional control
flow does not reveal much.

Let’s consider AutoFL as an example

Stage 1 Stage 2
AutoFL
Algorithm
Language \ 4
Model A
-
X get_class_covered
@ max. N
tmes get_method_covered
—
get_code_snippet -
get_comments j— -
. Codebase
Initial Prompt or Function Call Results
AutoFL LLM

\/

Next Function Call to make or FL Results



Control Data Semantic Flow

Graph Representation for Executions of LLM Agents (under review)

1.0

0.8

0.6

0.4

- 0.2

- 0.0




“Okay, but what use is it?”



Wang’s Assumption about Self Consistency

 Wang et al.’s original intuition: “there are many reasoning paths to the correct
solutions, but only one way to arrive at a specific incorrect solution”

* My first reaction: “surely there are infinite ways to arrive at a single incorrect
solution!”

My second reaction: “oh, it is probably assumed that the LLM Is at least
trying... that is, there are infinite total nonsense ways to arrive at a specific
iIncorrect solution, but perhaps fewer ways to move from the question to a
specific incorrect solution while trying to appear plausible”



A concrete example for AutoFL
(https://arxiv.org/abs/2412.08281)

Lachesis: Predicting LLM Inference Accuracy using Structural Properties of Reasoning Paths

Shape Only (S)

[11111]

Function Type Only (F)

“get_code_snippet”

['00100']

Function Type and Argument (F+A)

“get_code_snippet” “EqualsBuilder.append”
| | |
[0010000100000000...0]

Buggy method: “EqualsBuilder.append”
Function Type, Argument and Answer (F+A+A)

Denotes answer “EqualsBuilder.append”

I I I
[0000000100000000...0]

( “get_code_snippet (EqualsBuilder.append)” h

LIG of Lang-48

get_failing_tests covered_classes 10 get_failing_tests covered_methods for_class
() (EqualsBuilder)
11 0
get_code_snippet 9 get_code_snippet
(EqualsBuilder.isEquals) (EqualsBuilder.append)

get_code_snippet
(EqualsBuilder.EqualsBuilder)

P

get_comments
(EqualsBuilder.append)

Buggy method:
EqualsBuilder.append

Naryeong Kim
(MSc Candidate)


https://arxiv.org/abs/2412.08281

Naryeong Kim
(MSc Candidate)

Evaluating Wang et al. Hypothesis

Can we predict whether an LLM inference run is correct?

ROC Curve for GCN Model(F+A+A)

0.2 0.4 0.6 0.8
False Positive Rate (FPR)

1.0

1.0 -
. TABLE II: Performance of Prediction Models and Baselines
ad
¥l =
— 0.8 - Method Accuracy ROC-AUC  Precision  Recall
P F 0.7063 0.7356  0.7570  0.8302
+ LSTM F+A 0.7149 0.6870 0.7662  0.8268
© 0.6 - F+A+A 0.7191 0.7557 0.7711  0.8272
ad
Q S 0.6900 0.7791 0.7323  0.9182
> GCN F 0.7235 0.7866 0.7751  0.8524
= 0.4 - F+A 0.7454 0.7723 0.8022  0.8332
0 F+A+A 0.7454 0.7755 0.8136  0.8172
ol . AutoFL Conf. 0.7610 0.8193 0.8173  0.8306
U 0.2 - — ROC Curve (AUC = 0.7755) Baseline 0.6732 - 06732 1.0000
Ig s Std. Dev.

004 b -==Random Guess



The final fate cuts the thread.

(What does it mean to terminate an LLM inference?)



Cost-Effectiveness Analysis of LLM Agents

e Self-consistency improves performance, but also increases the cost.
 Dependence on closed-source LLM can be a deal-breaker.

 What is the cost-benefit trade-off between more powerful/expensive/

resource-hungry large models and weaker/free/lightweight open source
models?



COSMOS: Collection of SLMs

LLM4Code 2025 (https://arxiv.org/abs/2502.02908)

(a) AutoFL
AutoFL X R
Query l
Root Cause
' Query Aggregation
Bug Infc?rmatlon e | Ao
get_class_covered Location
LLM l - \ |
l Available Tools Confidence
Score

get_class_covered

get_code_snippet

get_method_covered

get_comments

Hyunjoon Cho
(MSc Candidate)

(b) COSMosFL
X Rm
COSMosFL RX R l
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Can we get simpler than ensembles?

 Can we simply decide whether to use a local LLM, or to invoke a remote,
closed-source LLM?

* |n other words, is the current problem easy enough for the lighter model to
solve, or hard enough to involve the heavier model?

» \oting-based aggregation allows us to mix-up inferences from different LLMs!

* |achesis/Atropos can play an important role :)



Early Termination Early Results

After half the steps, it iIs reasonably accurate.
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Conclusion

* There is a new type of software system emerging: a hybrid between semantic
reasoning of LLMs and tools and actions of traditional SW.

* Developing these systems will require a very different approach from the
established SE practices.

* We cannot rely on foundational models indefinitely getting better - we need to
formulate ways to analyze the behavior of new systems, and eventually to
refine their design and optimize their performance.



