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Avatar 2 facial motion capture

Animatomy: an Animator-centric, 
Anatomically Inspired System for 3D Facial 
Modeling, Animation and Transfer, 
SIGGRAPH Asia 2022 (1Wētā Digital, 2Wētā 
FX, 3Univ. of Toronto)



Li Fei-Fei Startup Officially 

Launched... "We Will Develop a 

'World Model' That Goes Beyond 

Language Models"

World Labs, a 'spatial intelligence' 
startup led by Stanford University 
professor Feifei Li, has reportedly 
succeeded in attracting investment of 
230 million dollars (about 300 billion 
won). The company announced that it 
will develop a 'Large World Model 
(LWM)' beyond the Large Language 
Model (LLM).

https://www.aitimes.com

Professor Lee disclosed specific 
information about the company on this 
day. He explained that the goal is to 
develop spatial intelligence that 
understands and judges the real world 
and to build LWM.

“The current LLM generates text and 
images, while the LWM focuses on the 
ability to reason about how the 3D 
world works,” said Professor Lee. This 
spatial intelligence “can be used in 
augmented reality (AR) and virtual reality 
(AR), as well as robotics.”

“Images and videos from generative AI 
models that have emerged so far don’t 
adequately convey a sense of how the 
3D world is constructed,” he points out. 
But spatial intelligence could enable 
broader reasoning abilities, which could 
help avoid hallucinations like counting 
fingers incorrectly, he explains.

AI that understands the physical world 
is also a key research area for major AI 
companies. Overcoming the limitations 
of LLM, which only learns about the 
world through text, and acquiring 
knowledge of space through vision like 
humans is understood as one way to 
achieve artificial general intelligence 
(AGI).

For this reason, companies aiming for 
AGI, including Meta, Google, OpenAI, 
and xAI, are all focusing on this field.

Professor Lee said that the model will be 
built using images and synthetic data, 
and the same transformer-based
architecture as the LLM. However, the 
transformer is not everything, and other 
elements will be integrated, he said.

"If we want to advance AI beyond its 
current capabilities, we need more than 
AI that can see and talk. We want AI that 
can do things directly," he said, 
emphasizing that "spatial intelligence 
will be the next standard that will 
change the direction of AI."



Meta, vision-based AGI

V-ZEPA: The next step toward advanced machine intelligence (AMI)

Video Joint Embedding Predictive Architecture (V-JEPA) model, a crucial step in advancing machine intelligence with a 

more grounded understanding of the world.

This early example of a physical world model excels at detecting and understanding highly detailed interactions between 

objects.

V-JEPA is a non-generative model that learns by predicting missing or masked parts of a video in an abstract 

representation space.

While the “V” in V-JEPA stands for “video,” it only accounts for the visual content of videos thus far. A more multimodal 

approach is an obvious next step, so we’re thinking carefully about incorporating audio along with the visuals.

https://openreview.net/pdf?id=BZ5a1r-kVsf


How much of this does LLM comprehend? → LWM (Large 

World Model)



http://www.youtube.com/watch?v=fWsj73_b_VQ


Using powerful synthetic simulators, sim2real



Layout diffusion, 3D scene generation

Total3DUnderstanding(CVPR 2020) LayoutGPT(NeuralIPS 2023)

ATISS(NeurIPS, 2021)
"Text2Immersion: Generative Immersive Scene with 3D Gaussians." 
arXiv 2023



Video diffusion, consistency of continuous frame 

generation

CVPR 2024 

papers
VR2024

CVPR2024

CVPR2024

…



Hyper realistic 3D capture and rendering, Gaussian Splatting

Gaussian Avatars CVPR24,

Using a free motion camera, head avatar generation. 
Regularization loss to improve  FLAME/GS.

Quality degrades with less number of images: 15->8->4 views



Upscaling to bring back contents 



Arbitrary-scale upscaling 

(a) Semantic scene generation (b) Scene Outpainting (c) Scene Inpainting

CVPR2024

S. Yoon, SoC KAIST



CVPR2023

CVPR2024

CVPR2024

CVPR2022

ICCV2023

Compositional Generalisation

M. Sung, SoC 
KAIST



CVPR2024

Compositional Generalisation

S. Ahn, SoC 
KAIST



Motion Diffusion

Motion Diffusion Model, ICLR 2023

Taming Diffusion Probabilistic Models for 
Character Control, SIGGRAPH 2024, 

MoMask: Generative Masked Modeling of 3D 
Human Motions, CVPR 2024



Motion Generation with Physics

arXiv:2312.03913

https://youtu.be/fiu5canEgOA

Bi-dexhands (Yuanpei et al., 2023)

GRASPNET, ECCV 2024

IROS2020

https://youtu.be/fiu5canEgOA


PhysGaussian  

CVPR 2024

http://drive.google.com/file/d/1wxaANK3oOM5I7Wbq0zCRCrwQiwVrgwwP/view
http://drive.google.com/file/d/1OnThvSYlaVrKROAlZ1hjxVk4pKgLSHrI/view
http://drive.google.com/file/d/1lE6fBPeQoC5pwC4pS2up9ueKFdSWflaO/view


Expert group in Generative AI based on 3D Vision



🤝 InterHandGen: Two-Hand Interaction Generation

via Cascaded Reverse Diffusion

Jihyun Lee 1      Shunsuke Saito 2 Giljoo Nam 2 Minhyuk Sung1 Tae-Kyun (T-K) Kim 1,3

CVPR 2024

1 2 3



Overview



Overview

Two-Hand Interaction Prior

Pose Estimator

SDS-like Loss 1,2

[1] Poole et al., Dreamfusion: Text-to-3d using 2d diffusion. In ICLR, 2022.

[2] Müller et al., Generative proxemics: A prior for 3d social interaction from images. In CVPR, 2024. 



Motivation

“Two-hand interaction generation (cf. reconstruction) remains under-explored.”

InterHand2.6M 1

[1] Moon et al., Interhand2.6m: A dataset and baseline for 3d interacting hand pose estimation from a single rgb image. In ECCV, 2020.



Motivation

BUDDI 2ContactOpt 1

Refine Pose 
w/ Contact 

Prior 

[1] Grady et al., ContactOpt: Optimizing Contact to Improve Grasps. In CVPR, 2021.

[2] Müller et al., Generative proxemics: A prior for 3d social interaction from images. In CVPR, 2024. 



Motivation

→ Adapt these for generating two-hand interaction? 
🤔

Refine Pose 
w/ Contact 

Prior 

[1] Grady et al., ContactOpt: Optimizing Contact to Improve Grasps. In CVPR, 2021.

[2] Müller et al., Generative proxemics: A prior for 3d social interaction from images. In CVPR, 2024. 

BUDDI 2ContactOpt 1



Motivation

Refine Pose 
w/ Contact 

Prior 

[1] Grady et al., ContactOpt: Optimizing Contact to Improve Grasps. In CVPR, 2021.

[2] Müller et al., Generative proxemics: A prior for 3d social interaction from images. In CVPR, 2024. 

BUDDI 2ContactOpt 1



Motivation

Refine Pose 
w/ Contact 

Prior 

[1] Grady et al., ContactOpt: Optimizing Contact to Improve Grasps. In CVPR, 2021.

[2] Müller et al., Generative proxemics: A prior for 3d social interaction from images. In CVPR, 2024. 

BUDDI 2ContactOpt 1



InterHandGen



Technical Challenge

Combination of two 

hands with diverse 

articulations



Key Idea: Distribution Reformulation



Key Idea: Distribution Reformulation

Extension to object-conditional

two-hand generation

Object condition

(PointNet++ 1 feature)

[1] Qi et al., PointNet++: Deep Hierarchical Feature Learning on Point Sets in a Metric Space. In NeurIPS, 2017.



Training: “Conditioning Hand Dropout”



Training: “Conditioning Hand Dropout”



Training: “Conditioning Hand Dropout”



Training: “Conditioning Hand Dropout”

Conditioning

dropout

(Substitute 

w/ null vector)



Loss Function



Inference: “Cascaded Hand Denoising” 



Inference: “Cascaded Hand Denoising” 

Classifier-Free Guidance 1

→ To control fidelity and 

diversity

[1] Ho and Salimans, Classifier-free diffusion guidance. In NeurIPS Workshops, 2021.



Inference: “Cascaded Hand Denoising” 

Anti-penetration guidance

→ To avoid penetration



Results on Two-Hand Synthesis

→ FHID and KHID denote FID and KID measured using hand interaction features.



Results on Two-Hand Synthesis



Results on Two-Hand Synthesis



Application: In-the-Wild Two-Hand Reconstruction

Two-Hand Interaction Prior

Pose Estimator



Application: In-the-Wild Two-Hand Reconstruction



🤝 InterHandGen: Two-Hand Interaction Generation

via Cascaded Reverse Diffusion

CVPR 2024



Arbitrary-Scale Image Generation and 

Upsampling using Latent Diffusion Model and 

Implicit Neural Decoder
CVPR 2024

J Kim, TK Kim



Arbitrary-scale upscaling 

● Most existing SR and image generation methods, however, generate images only at 

fixed-scale magnification and suffer from over-smoothing and artifacts. 

● Additionally, they do not offer enough diversity of output images nor image 

consistency at different scales.



Proposed method

● We propose a novel pipeline that can 
super-resolve an input image or 
generate from a random noise a novel 
image at arbitrary scales. 

● The method consists of a pre-trained 
auto-encoder, a latent diffusion model, 
and an implicit neural decoder, and their 
learning strategies. 

● The proposed method adopts diffusion 
processes in a latent space, thus 
efficient, yet aligned with output image 
space decoded by MLPs at arbitrary 
scales. 



Proposed method

● More specifically, our 

arbitrary-scale decoder is 

designed by the symmetric 

decoder w/o up-scaling from 

the pre-trained auto-encoder, 

and Local Implicit Image 

Function (LIIF) in series. 





Proposed method

● The latent diffusion process is 

learnt by the denoising and the 

alignment losses jointly. 

● Errors in output images are 

backpropagated via the fixed 

decoder, improving the quality of 

output images. 





Experiments

● In the extensive experiments using multiple public benchmarks on the two tasks i.e. image 

super-resolution and novel image generation at arbitrary scales, the proposed method 

outperforms relevant methods in metrics of image quality, diversity and scale consistency. 

● It is significantly better than the relevant prior-art in the inference speed and memory usage.

Datasets used

● The Human Face Dataset contains two sub-datasets: Flick-Faces-HQ (FFHQ) [15] and 

CelebA-HQ [14]. These datasets consist of 70K and 30K different human face images, 

respectively.

● We used LSUN [36] for general scenes. The LSUN database is divided into various 

subcategory images, with the smaller size of image is 256x256 pixels.

● To demonstrate the upsampling potential of our model on ultra-high-resolution images, we 

used the wild datasets DIV2K and Flickr2K.



● We compare our model quantitatively 
with FID and SelfSSIM scores on the 
FFHQ datasets. 

● The solid lines represent the FID 
scores of the methods that generate 
images of arbitrary scale, while the 
dotted lines indicate the SelfSSIM
scores. 

● The ‘×’ symbol indicates the method 
that only generates images of a fixed 
scale. 

● Our model demonstrates competitive 
performance in both evaluation 
metrics.





● Comparison of quantitative results on LSUN Bedroom datasets.



● Quantitative results of arbitrary-scale super-resolution on CelebA-HQ and 

LSUN Bedroom datasets. For each method, PSNR↑/LPIPS↓ scores are 

reported.





● Quantitative comparison of 4×
super-resolution using in the wild 
datasets. D and F refer to the 
DIV2k and Flickr2k.

● Comparison (PSNR↑ / LPIPS↓) on 
the DIV2K at out-of-distribution 
scales.





● top: Qualitative results of the proposed method for arbitrary-scale upsampling

on face datasets. bottom: Comparison of scale consistency on face dataset.



● Visualization of 

result diversity in 

super-resolution 

tasks



● Comparison of inference Speed in terms of FPS (Frames Per Second). ‘-’ 

indicates that the model did not work in our environment due to memory 

overflow.



iEdit: Localised Text-guided Image 

Editing with Weak Supervision
CVPR 2024 workshop

Rumeysa Bodur, Erhan Gundogdu, Binod Bhattarai, Tae-Kyun Kim, 

Michael Donoser, Loris Bazzani



Introduction

● Text-to-image models have seen significant advancements,

however, their controllability for localised edits remains limited.

Problem:

● Current models struggle with preserving image fidelity while performing text-

guided edits.



Proposed Solution:

● We present iEdit, a novel framework for text-guided image editing using 

LDMs and weak supervision, creating descriptive target prompts 

and retrieving pseudo-target images.



Method

Automatic Dataset 

Construction: Leveraged LAION-5B 

to create pseudo-target images and 

descriptive edit prompts.

• BLIP for generating clean captions

• WordNet for caption manipulation to 

obtain target captions

• Using CLIP encodings to retrieve 

pseudo-target images from LAION-5B



iEdit with Location Awareness: 

Incorporate masks to encourage 

to region of interest to align with that 

of the pseudo-target image, while 

keeping the rest unchanged.

• CLIPSeg for automatically 

generating masks from prompt 

differences

• UNet is finetuned for predicting the 

noise regarding the target image in 

the mask area, and the source 

image in the inversed mask area



Quantitative Results



Qualitative Results



Prompt Augmentation for Self-

supervised Text-guided Image 

Manipulation
CVPR 2024

Rumeysa Bodur, Binod Bhattarai, Tae-Kyun Kim



Introduction

● Text-guided image editing enables intuitive and powerful manipulation of 

images using natural language descriptions.

Problem:

● Existing methods struggle with coherent image transformation while 

preserving original content that remains contextually relevant.

"a
le

o
p
a
rd

"



● Existing Methods:

- Use manual masks (DALL-E 2, Imagen Editor)

- Fine-tuned for specific subjects or domains (DreamBooth)

- Use synthetic targets (InstructPix2Pix)



Objective:

Introducing Prompt Augmentation:

• Expand a single input prompt into several target prompts.

• Enhance textual context and enable more precise, localised image editing 

through the proposed contrastive loss.



Method

● Prompt Augmentation: - BLIP for generating clean captions
- BERT to create multiple target prompts by masking and replacing nouns/adjectives, 

and NLTK for synonyms, antonyms, co-hyponyms

● Mask Extraction: Automatically generate masks by differentiating noise 
estimates for each augmented prompt.



● Contrastive Loss: Pushes edited regions while pulling preserved regions 

towards their original state and each other.

● Soft Contrastive Loss: Incorporates prompt similarity for nuanced 

interaction.



Quantitative Results



Qualitative Results



Ablation Study



BiTT: Bi-directional Texture 
Reconstruction of Interacting Two Hands 

from a Single Image
CVPR 2024

Minje Kim, Tae-Kyun Kim



Motivation & Challenges

• Two hands usually has similar texture appearances.

• Hand reconstruction from multi-frames does not guarantee all aspect of the 
hands visible and makes it slow.

• In a single image, interacting two hands has more occlusions than a single hand.

Identity 1 Identity 2 Identity 3 Identity 4 Identity 5



Overview
• We propose BiTT, the first method to reconstruct realistic both hands textures 

from a single image in end-to-end framework. 

• We utilize symmetric information between both hands, and hand texture 
parametric model [1].

• It is easily trainable (only a single  image! ), free-pose, free-view and 
relightable method.

Free View, Free Pose, Relightable Two Hand Reconstruction

Input: Single Image of 

Interacting Two Hands

Two hands reconstruction via

 ① Symmetric information of         

left and right hand,

② Hand texture parametric model



Methodology – Overview of the BiTT Model Architecture

• We propose a novel coarse-to-fine model framework for reconstructing 
two hand textures.
1) Coarse Stage: We estimate the full texture using hand texture 

parametric model [1], and albedo image and lighting condition of 
the scene.

2) Fine Stage: We finely optimize two hand texture using symmetric 
information of both hands.

• We also propose Albedo Consistency Loss by relighting reconstructed 
hand. 

- Please check details in the paper and supp. materials!
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Bi-directional Texture Reconstruction – Fine Stage

● Given coarse  estimated 

both hands textures, the 

bi-directional decoding 

block optimizes the entire 

hand texture feature using 

symmetric information.



Quantitative Results        

• BiTT achieves SOTA reconstruction results on InterHand2.6M [2].

• BiTT remains robust to geometric misalignments, which is the advantage of the parametric model.



Qualitative Results        

Reconstructed Image Relit ImageNovel Pose2 Novel ViewpointGround TruthTrained Image Ground TruthNovel Pose1 Ground Truth



Qualitative Results

Input Image Reconstructed Image Relit Image Novel Pose Input Image Reconstructed Image Relit Image Novel Pose



Further study

● As BiTT is based on mesh rendering, we can apply self-shadow rendering using 

traditional concepts in computer graphics.

Input Image w/o Shadow w/ Shadow



References

[1] N. Qian, and et al. HTML: A Para- metric Hand Texture Model for 3D Hand Reconstruction and 

Personalization. In ECCV, 2020.

[2] G. Moon, and et al. Interhand2.6m: A dataset and baseline for 3d interacting hand pose 

estimation from a single rgb image. In ECCV, 2020. 

[3] M. Li, and et al. Interacting attention graph for single image two-hand reconstruction. In CVPR, 

2022.

[4] K. Karunratanakul, and et al. Harp: Personalized hand reconstruction from a monocular rgb 

video. In CVPR, 2023. 
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Introduction

• HOGraspNet, an extensive multi-view RGBD training dataset for hand, object, and 

their interaction with grasp annotations.

• Existing 3D hand-object interaction datasets are limited either in data size, interaction 

variety, or annotation quality.

• Focused on covering all grasp taxonomies, including grasp labels and a wide range of 

intraclass variations.



Dataset Overview



• 1,489,112 RGB-D frames with 4 viewpoints
• 3 Grasps per 30 Objects, a total 28 grasp classes
• 99 participants aged 10 to 74

Summary

• 3D hand pose for 21 joints
• Grasp class, 6D object pose, and contact map
• MANO[1], HALO[2] mesh annotation

Annotation types

Split Protocols

Generated five distinct train/test splits based on key components.

• S0 (default)
• S1 (unseen subjects)
• S2 (unseen views)

• S3 (unseen objects)
• S4 (unseen taxonomy)



Hardware Setup

• 4 synchronized RGB-D cameras (Azure Kinect)

• 3mm optical markers on each object with 8 IR cameras 



Annotation

● We designed automatic annotation and verification pipeline inspired by prior 

studies [3,4].

● Overall loss function for the MANO pose 𝜃 ∈ ℝ48 and 

shape 𝛽 ∈ ℝ10 and the object 6D pose 𝜙 ∈ ℝ6 as follows:



● Conduct both Intersections over Union-based automatic verification and manual 

verification through crowdsourcing.

● For hand shape annotation, we additionally provide the hand implicit surface based 

on HALO[2], which parameterizes an articulated occupancy field.



Experiments

Grasp Classification

● We evaluate grasp classification performance using S0 split with convolutional mesh 

autoencoder CoMA[5]. 



Hand-Object Pose Estimation

● Present the benchmarking results on hand-object pose estimation on HOGraspNet

S0 split with HFL-Net[6] as a baseline.



● Cross-validation results on hand pose estimation with same setup on HO3D[4] and 

DexYCB[3].
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D. Kim, T-K. Kim, Multi-hypotheses Conditioned Point 

Cloud Diffusion for 3D Human Reconstruction from 

Occluded Images, NeurIPS 2024.



MGHanD: Multi-modal Guidance for authentic Hand 

Diffusion (under review)


