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Artificial Intelligence and Neural Networks
The Legacy of Alan Turing and John von
Neumann

Heinz Muehlenbein
Fraunhofer Institut Autonomous intelligent Systems
Schloss Birlinghoven 53757 Sankt Augustin, Germany
heinz. muehlenbein@online.de, http:/ /www.ais.fraunhofer.de/ ~muehlen

Abstract—The work of Alan Turing and John von Neu-
‘mann on machine intelligence and artificial automata is
reviewed. Turing's proposal to create a child machine with
the ability to learn is discussed. Von Neumann’s had doubts
that with teacher based learning it will be possible to
create artificial intelligence. He concentrated his research
on the issue of complication, probabilistic logic, and self-
reproducing automata. The problem of creating artificial
intelligence is far from being solved. In the last sections
of the paper I review the state of the art in probabilistic
logic, complexity research, and transfer learning. These topics
have been identified as essential components of artificial
intelligence by Turing and von Neumann.

L. INTRODUCTION

Computer based research on machine intelligence
started about 60 years ago, parallel to the construction
of the first electronic computers. Therefore it seems to
be time again to compare todays state-of-the art with
thoughts and proposals at the very beginning of the
computer age. | have chosen Alan Turing and John von
Neumann as the most important representatives of the
first concepts of machine intelligence. Both researchers
actually designed electronic computers, but they also
reflected about what the new electronic computers
could be expected to solve in addition to numerical
computation. Both discussed intensively the problem
how the performance of the machines will ultimately
compare to the power of the human brain.

In this paper | will first review the work of Alan
Turing, contained in his seminal paper “Computing
Machinery and Intelligence” (17) and in the not so well
known paper “Intelligent Machinery” (18). Then I will
discuss the most important paper of John von Neumann
concerning our subject “The General and Logical Theory
of Automata” (22). All three papers have been written
before the first electronic computers became available.
Turing even wrote programs for paper machines.

I will describe the thoughts and opinions of Turing
and von Neumann in detail, without commenting them

using todays knowledge. Then 1 will try to evaluate their
proposals in answering the following questions
» What are their major ideas for creating machine
intelligence?
« Did their proposals lack important components we
see as necessary today?
» What are the major problems of their designs and
do their exists solutions today?
This paper extends my research started in (12).

II. TURING AND MACHINE INTELLIGENCE

The first sentences of the paper “Computing machinery
and intelligence” have become famous. “1 propose
to consider the question “Can machines think?” This
should begin with definitions of the meaning of the
terms “machine” and “think”..But this is absurd.
Instead of attempting such a definition I shall replace
the question by another, which is closely related to it
and is expressed in relatively unambiguous words. The
new form of the question can be described in terms of
a game which we call the imitation game.”

The original definition of the imitation game is more
complicated than what is today described as the Turing
test. Therefore I describe it shortly. It is played with
three actors, a man (A), a woman (B) and an interrogator
(C). The object of the game for the interrogator is to
determine which of the other two is the man and which
is the woman. It is A’s objective in the game to try and
cause C to make the wrong identification. Turing then
continues: “We now ask the question “What will happen
when a machine takes the part of A in the game?”
Will the interrogator decide wrongly as often when the
game is played as this as he does when the game is
played between a man and a woman? These questions

will replace our original “Can machines think”.

Why did Turing not define just a game between a human
and a machine trying to imitate a human, as the Turing
test is described today? Is there an additional trick in

introducing gender into the game? There has been a
quite a lot of discussions if this game characterizes hu-
man intelligence at all. Its purely behavioristic definition
leaves out any attempt to identify important components
which together produce human intelligence. I will not
enter this discussion here, but just state the opinion of
Turing about the outcome of the imitation game.

“It will simplify matters for the readers if I explain
first my own beliefs in the matter. Consider first the
more accurate form of the question. I believe that in
about fifty years’ time it will be possible to programme
computers with a storage capacity of about 10% bits to
make them play the imitation game so well that an
average interrogator will not have more than 70% chance
of making the right identification after five minutes of
questioning.”

The accurate form of the question is obviously artificial
definite: Why a 70% chance, how often has the game
to be played, why a duration of five minutes? In the
next section I will discuss what Turing lead to predict
50 years. The prediction is derived in section 7 of his
paper, where Turing discusses learning machines (17).

III. TURING'S CONSTRUCTION OF AN INTELLIGENT
MACHINE

In section 7 Turing discusses the construction of an
intelligent machine. In the sections before Turing
mainly refuses general philosophical arguments against
intelligent machines. “The reader will have anticipated
that I have no very convincing argument of a positive
nature to support my views. If 1 had I should not have
taken such pains to point out the fallacies in contrary
views. Such evidence as | have 1 shall now give.” What
is Turing’s evidence?

“As I have explained, the problem is mainly one of
programming. Advances in engineering will have to be made
too, but it seems unlikely that these will not be adequate for
the requirements. Estimates of the storage capacity of the
brain vary from 10" to 10" binary digits." I incline to the
lower values and believe that only a small fraction is used
Sfor the higher types of thinking. Most of it is probably used
Sfor the retention of visual impressions. I should be surprised
if more than 107 was required for satisfactory playing of
the imitation game. Our problem then is to find out how
to programme these machines to play the game. At my
present rate of working I produce about a thousand digits
of programme a day, so that about sixty workers, working
steadily through fifty years might accomplish the job, if
nothing went into the wastepaper basket.”

The time to construct a machine which passes the imi-
tation game is derived from an estimate of the storage

" At this time the number of neurans was estimated as being between
10" to 10", This agrees with the estimates using todays knowledge.

%, ASX S0l ek

capacity of the brain ? and the speed of programming.
Turing did not see any problems in creating machine
intelligence purely by programming, he just found it too
time consuming. So he investigated if there exist more
expeditious methods. He cbserved. “In the process of
trying to imitate an adult human mind we are bound to
think a good deal about the process which has brought it
to the state that it is in. We may notice three components.

1) The initial state of the brain, say at birth.

2) The education to which it has been subjected.

3) Other experience, not to be described as education,

to which it has been been subjected.

Instead of trying to produce a programme to simulate
an adult mind, why not rather try to produce one
which simulates the child’s...Presumably the child brain
is something like a notebook. Rather little mechanism,
and lots of blank sheets. Our hope is that there is so
little mechanism in the child brain that something like it
can easily be programmed. The amount of work in the
education we can assume, as a first approximation, to be
much the same as for the human child.”

A. Turing on learning and evolution
In order to achieve a greater efficiency in constructing
a machine with human like intelligence, Turing divided
the problem into two parts

» The construction of a child brain

» The development of effective learning methods
Turing notes that the two parts remain very closely
related. He proposes to use experiments: teaching a child
machine and see how well it learns. One should then
try another and see if it is better or worse. “There is an
obvious connection between this process and evolution,
by the identifications

» structure of the machine = hereditary material

+ changes of the machine = mutations

+ Natural selection = judgment of the experimenter
Survival of the fittest is a slow process of measuring
advantages. The experimenter, by the exercise of
intelligence, should be able to speed it up.”

Turing then discusses learning methods. He notes
((17),p-454):"We normally associate the use of punish-
ments and rewards with the teaching process...The ma-
chine has to be so constructed that events which shortly
proceeded the occurrence of a punishment signal are un-
likely to be repeated, whereas a reward signal increased
the probability of repetition of the events which lead
to it.” But Turing observes the major drawback of this
method:"The use of punishments and rewards can at
best be part of the teaching process. Roughly speaking,

*1t was of course a big mistake to set the storage capacity equal to the
number of neurons! We will later show that von Neumann estimated
the storage capacity of the brain to be about 10%%_

=

if the teacher has no other means of communicating to
the people, the amount of information which can reach
him does not exceed the total number of rewards and
punishments applied.”

In order to speed up learning Turing demanded that the
child machine should understand some language. In the
final pages of the paper Turing discusses the problem
of the complexity the child machine should have. He
proposes to bry two alternatives: either to make it as
simple as possible to allow learning or to include a
complete system of logical inference. He ends his paper
with the remarks: "Again I do not know the answer, but
I think both approaches should be tried. We can see only
see a short distance ahead, but we can see plenty there
that needs to be done.”

B. Turing and neural networks

In the posthumously published paper [ntelligent
Machinery (18) Turing describes additional details how
to create an intelligent machine. First he discusses
possible components of a child machine. He introduces
wiorganized machines of type AB, and P. A and B are
artificial neural networks with random connections.
They are made up from a rather large number N of
similar units, which can be seen as binary neurons.
Each unit has two input terminals and one output
terminal which can be connected to the input terminals
of 0 (or more) other units. The connections are chosen
at random. All units are connected to a central
synchronizing unit from which synchronizing pulses
are emitted. Each unit has two states. The dynamics is
defined by the following rule:

The states from the units from which the imput comes are
taken fromt the previous moment, multiplied together and the
result is subtracted from 1.

This rule gives the following transition table.
00
10
01
1 1

[T
1
1
0

The state of the network is defined by the states of the
units. Note that the network might have lots of loops,
it continually goes through a number of states until
a period begins. The period cannot exceed 2% cycles.
In order to allow learning the machine is connected
with some input device which can alter its behavior.
This might be a dramatic change of the structure, or
changing the state of the network. Maybe Turing had
the intuitive feeling that the basic transition of the type
A machine is not enough, therefore he introduced the
more complex B-type machine. [ will not describe this

machine here, because neither for the A or the B machine
Turing defined precisely how learning can be done.
A learning mechanism is introduced with the third
machine, called a P-type machine. The machine is an
automaton with a number of N configurations. There
exist a table where for each configuration is specified
which action the machine has to take. The action may
be either

1) To do some externally visible act A;, . Ay

2) To set a memory unit M;
The reader should have noticed that the next
configuration is not yet specified. Turing surprisingly
defines: The next configuration is always the remainder
of 25 or 2s + 1 on division by N. These are called the
alternatives 0 and 1. The reason for this definition is
the learning mechanism Turing defines. At the start the
description of the machine is largely incomplete. The
entries for each configuration might be in five states,
either U (uncertain), or T0 (try alternative 0), T1 (try
alternative 1), DO (definite 0) or D1 (definite 1).

Learning changes the entries as follows: If the entry is
U, the alternative is chosen at random, and the entry is
changed to either TO or T1 according to whether 0 or 1
was chosen. For the other four states, the corresponding
alternatives are chosen. When a pleasure stimulus
occurs, state T is changed to state D, when a pain
stimulus occurs, T is changed to U. Note that state
D cannot be changed. The proposed learning method

sounds very simple, but Turing surprisingly remarked:

I have succeeded in organizing such a (paper) machine into a
universal machine.

Today this universal machine is called the Turing Ma-
chine. Turing even gave some details of this particular
P-type machine. Each instruction consisted of 128 digits,
forming four sets of 32 digits, each of which describes
one place in the main memory. These places may be
called PQ,RS. The meaning of the instruction is that if
p is the digit at P and g that at Q then 1 — pg is to be
transferred to position R and the next instruction will be
found at 5. The universal machine is not the solution to

the problem, it has to be programmed!

C. Discipline and initiative

We now turn to the next important observation of
Turing. Turing notes that punishment and reward are
very slow learning techniques. So he requires:

If the untrained infant’s mind is to beconte an intelligent one,
it must acquire both discipling and initiative.

Discipline means strictly obeying the punishment and
reward. But what is initiative? The definition of initiative
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CAN - most spread network i the car, some limitations
(1 Mbps, non-detarministic under high load >60%)

MOST - designed for multimedia using
optical fiber (up to 150 Mb/s)
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Ethernet - mainly used for
diagnostics, high potential for more

[
o~
By

FlexRay - high performance (10 Mbps), deterministic, and secure network ')
(mainly used in X-bywwe, ADAS, and high performance applications) ] 7
Source: Renesas ==
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